
Machines
Gone
Wrong

An online version of this is available at
https://machinesgonewrong.com.

https://machinesgonewrong.com


Introduction
Often, when we �irst fall in love, the person
of our affection seems to be perfect. But
the happy honeymoon is cut short when
we realize they are not that perfect. Turns
out, they've got annoying habits. They
wake up with bad breath. They burp. And
oh my god their farts smell just as bad as
ours.

In the same way, our honeymoon with
arti�icial intelligence (AI) is quickly giving
way to a realization that AI is not perfect.
Turns out, AI is not neutral. It is not
necessarily right or fair. The
recommendations of AI systems can be
just as sexist or racist as any human.
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There are so many ways that AI can go wrong. There are so many guidelines from
governments, companies, non-governmental organizations (NGOs). There are so many
new algorithms, datasets and papers on ethical AI. It can all be a bit hard to take in, so
this guide is here to help.

At the moment, the guide is targeted at AI practitioners and assumes some
understanding of AI technologies. This mainly includes researchers and engineers. But it
may also be useful for anyone helping to implement or recommend AI solutions.

The current version of the guide focuses on algorithmic bias. Future work will include
other AI-related problems such as black boxes, privacy violations, ghost work and
misinformation.

Here are some questions this guide tries to answer at different stages of the AI system
lifecycle.
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Taking Up the Project

• What are the different ways
to define fairness?

• When is AI not the answer?

Collec�ng Data

• What are some possible
sources of bias in datasets?

• What are some open-source
datasets that are diverse?

Training and Evalua�on

• What are possible sources of
bias in the training process?

• What’s wrong with using pre-
trained models and external
datasets?

Deployment and
Maintenance

• What should our clients and
users know?

• What are bias-related
concerns when deploying an
AI system?



Getting
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AI ethics can be confusing. To prac��oners, AI is kind of just clever
mathema�cs. So how can a bunch of code and equa�ons be ethical or
unethical? Why are we so worried about AI ethics?

This section tries to give a warm-up to AI ethics before we dive into the deep end. It
will cover the following:

• What do we mean by AI ethics?

• What do we mean by AI systems?

• How is AI different from other technologies?

• What is the single most important question when implementing AI solutions?
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Ethics of Ar�ficial Intelligence
( AI Ethics)

Discussions of AI ethics typically fall into two categories: how people treat AI (think
Chappie and Bicentennial Man) and how AI treat people (think Terminator and
HAL9000).

TREATMENT OF AI BY HUMANS

Anyone who has been touched by Robin Williams’s portrayal of Andrew in Bicentennial
Man might have thought about the idea of granting rights to robots and AI systems. In
Life 3.0, Max Tegmark recounted a heated discussion between Larry Page and Elon Musk
on robot rights.

On my view, computer ethics is the analysis of the nature and social impact of
computer technology and the corresponding formulation and justi�ication of
policies for the ethical use of such technology.

What is Computer Ethics? - James H. Moor, 1985
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Realistically though, AI systems that require us to rethink notions of humanity and
consciousness still remain on the far-�lung horizon. Instead, let’s focus on the more
urgent issue of how AI treat people.

AND TREATMENT OF HUMANS BY AI…
More urgently, we need to consider the effects of present AI systems on human moral
ideals.

AI systems can promote human values. Low-cost automated medical diagnoses enable
more accessible medical services. Fraud detection algorithms in banks help to prevent
illegitimate transactions. Image recognition algorithms help to automatically detect
images of child abuse and identify victims.

But AI can also violate human values. The use of generative models to create fake
articles, videos and photos threatens our notion of truth. The use of facial recognition on
public cameras disrupt our conventional understanding of privacy. The use of biased
algorithms to hire workers and sentence criminals violate our values of fairness and
justice.

The pervasive nature of AI systems means that these systems potentially affect millions
and billions of lives. Many important institutions (political, judicial, �inancial) are
increasingly augmented by AI systems. In short, it is critical to get things right before
human civilization blows up in our faces. AI ethics goes beyond philosophical musings
and thought experiments. It tries to �ix the real problems cropping up from our new AI
solutions.

… WHICH ARE ALSO DESIGNED BY HUMANS
For now at least, the implementation of AI systems is a manual non-automated process.
So we really shouldn’t be thinking about how an AI system is violating human values.
Keep in mind that the system was designed by humans and its designers are probably
the ones who should be responsible for any ethical violations. In fact, all the instances of

At times, Larry accused Elon of being “specieist”: treating certain life forms as
inferior just because they were silicon-based rather than carbon-based.

Life 3.0 - Max Tegmark, 2017
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“AI” above should be replaced with “human-designed AI”.

As such, AI ethics also consists of educating AI parents (aka human researchers and
engineers) about how to bring up their AI babies. Because their AI babies grow up to
become really in�luential AI adults. AI researchers and engineers have to understand the
tremendous power and responsibility that they now possess.

Ar�ficial Intelligence Systems
( AIS)

The Montréal Declaration is a set of AI ethics guidelines initiated by Université de
Montréal. In the Declaration, its 10 principles refers extensively to “AIS” instead of “AI”.
This guide will do the same because the term “system” serves as a nice reminder that we
are looking at a complex network of parts that work together to make a prediction.

• What do we mean by AI ethics?

For the rest of this guide, AI ethics refers to the study of how AI systems promote and
violate human values, including jus�ce, autonomy and privacy. In par�cular, we note
that current AI systems are s�ll created, deployed and maintained by humans. And
these humans need to start paying a�en�on to how their systems are changing the
world.

An [Arti�icial Intelligence System (AIS)] is any computing system using arti�icial
intelligence algorithms, whether it’s software, a connected object or a robot.

The Montréal Declaration - Université de Montréal, 2018
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The same is true for any other AIS, including Google Translate, Amazon Rekognition and
Northpointe’s COMPAS. This big-picture perspective is important. It reminds us that we
have to look at the entire system and infrastructure when we talk about AI ethics.

In addition to a digital supply chain, AIS also have physical supply chains that comprise
energy usage, resource extraction and hardware recycling or disposal. These physical
supply chains can be due to cloud servers, physical devices or simply the electricity and
hardware used to train and house the models. The AI Now Institute also has a fantastic
illustration titled Anatomy of an AI System that considers AIS in terms of “material
resources, human labor, and data”.

Finally, the “system” also includes the sociotechnical context where the AIS is applied.
This refers to the culture, norms and values of the application, the domain and the
geography and society that the application lives in. These values can be formalized (e.g.
laws) or informal (e.g. unwritten customs and traditions). This sociotechnical context
becomes critical when we talk about concepts like fairness and justice.

Siri is not a tiny sprite that lives in iPhones. Siri is an entire digital supply chain
from initial conception to data collection to model training to deployment to
maintenance and �inally retirement.

https://anatomyof.ai/


What is different about AI?
There’s been many articles talking about how AI is the shit and how it’s better than
every other technology we’ve had. Here we look at three aspects that make AI stand out
in terms of its social impact - an illusion of fairness, tremendous speed and scale, and
open accessibility.

ILLUSION OF FAIRNESS
Since machines have no emotions, we often assume that they would be impartial and
make decisions without fear or favor.

This assumption is �lawed. For one, guns too, have no capacity for prejudice or bias. But
we don’t attribute impartiality to guns. “Guns don’t kill people, people kill people.” A gun
wielded by different people can have vastly different moral embeddings. The same can
be said for AIS.

Moreover, the data used to train machine learning models can be a tremendous source of
bias. A hiring model trained with sexist employment records would obviously suggest
similarly sexist decisions. A recidivism model trained on racist arrest histories would
obviously give racist suggestions. Like produces like. Garbage in, garbage out.
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• What do we mean by AI systems?

The term Ar�ficial Intelligence System (AIS) refer to the en�rety of ar�ficial
intelligence applica�ons or solu�ons, in terms of:

• Digital lifecycle (conceptualiza�on to re�rement),

• Physical lifecycle (resource extrac�on to hardware disposal), and

• Sociotechnical context (culture, norms and values).



Unfortunately, AIS marketed as impartial and unbiased seem really appealing for all
sorts of important decisions. This illusion of fairness provides unwarranted justi�ication
for widespread deployment of AIS without adequate control. But fairness is not inherent
in AIS. It is a quality that has to be carefully designed for and maintained.

SPEED AND SCALE
The shipping industry revolutionized trade, enabling it to be conducted on an
international scale across maritime trade routes. Previously lengthy land detours had
much quicker maritime alternatives. But this increase in speed and scale also facilitated
the rapid spread of the Black Death.

Many of today’s AIS function on an unprecedented speed and scale. Google Translate
serves over 500 million queries a day. Amazon’s Rekognition claims to be able to
perform “real-time face recognition across tens of millions of faces”. Previously
expensive, slow, one-to-one functions can now be automated to become cheaper, faster
and serve much larger audiences. This means more people can bene�it from AIS.

But just like the Black Death supercharged by rats on merchant ships, this crazy speed
and scale also applies to any inherent problems. A biased translation system could serve
over 500 million biased queries a day. An insecure facial recognition system can leak
tens of millions of faces and related personal details. Speed and scale is a double-edged
sword and it’s surprising how people often forget that a double-edged sword is double-
edged.

ACCESSIBILITY
AI research has largely been open. As a self-taught coder and AI researcher, I remain
eternally grateful for the kindness and generosity of the AI community. The vast majority
of researchers share their work freely on arxiv.org and GitHub. Open-source software
libraries and datasets are available to anyone with Internet access. There are abundant
tutorials for anyone keen to train their own image recognition or language model.

Furthermore, advances in hardware mean that consumer-grade computers are suf�icient
to run many state-of-the-art algorithms. More resource-intensive algorithms can always
be trained on the cloud via services such as Amazon Web Services, Google Cloud and
Microsoft Azure.

The combination of accessible research, hardware, software and data means that many
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people have the ability to train and deploy their own AIS for personal use. A powerful
technology is now openly accessible to unregulated individuals who may use it for any
purpose they deem �it. There has been cool examples of students using Tensor�low to
predict wild�ires and tons of other nice stuff.

But like speed and scale, this accessibility is also a double-edged sword. Consider the
examples of DeepFakes and DeepNude. These open-source programs use Generative
Adversarial Networks and variants of the pix2pix algorithm to generate realistic
pornographic media of unwitting individuals. Accessible and powerful technology can
also be used by irresponsible or malicious actors.

https://www.blog.google/technology/ai/fighting-fire-machine-learning-two-students-use-tensorflow-predict-wildfires/
https://www.wired.com/story/diy-tinkerers-artificial-intelligence-smart-tech/
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• How is AI different from other technologies?

AI differs from most technologies in three aspects:

• We tend to think AI is like totally fair and be�er than people.

• AI can be crazy fast and deployed on a massive scale.

• Given how powerful it is, AI is also really accessible to everyone.
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The Most Important Ques�on
*Cue drumroll*

“WHEN IS AI NOT THE ANSWER?”

This is the most important question in this entire guide, and these days it can feel like
the answer is, “Never.”

AI technologies have been used for facial recognition, hiring, criminal sentencing, credit
scoring. More unconventional applications include writing inspirational quotes, coming
up with Halloween costumes, inventing new pizza recipes and creating rap lyrics.

This sec�on here is to remind the reader that not using AIS is an op�on.

http://inspirobot.me/
https://www.nytimes.com/interactive/2018/10/26/opinion/halloween-spooky-costumes-machine-learning-generator.html
https://www.youtube.com/watch?v=WVvHCJls3yY
http://deepbeat.org/
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But the superiority of AIS should not be taken for granted despite all the hype. For
example, human professionals are often far better at explaining their decisions, as
compared to AIS. Most humans also tend to make better jokes.

It is immensely important to consider the trade-offs when deploying AIS and look
critically at both pros and cons. In some cases, AIS may not actually offer signi�icant
bene�its despite all the hype. Common considerations include explainability and
emotional and social qualities, where humans far outperform machines.

“WHEN IS AI NOT THE ANSWER?”
AI+Human systems are frequently perceived to be the best of both worlds. We have the
empathy and explainability of humans augmented by the rigour and repeatability of AI
systems. What could go wrong? Well, turns out documented experiences have shown
that in such systems, humans might have a tendency to defer to suggestions made by the
AIS. So rather than “ AI+Human”, these systems are more like “ AI+AgreeableHuman”.

In her book Automating Inequality, Virginia Eubanks notes that child welfare
of�icers working with a child abuse prediction model would choose to amend their
own assessments in light of the model's predictions.

Though the screen that displays the [Allegheny Family Screening Tool
(AFST)] score states clearly that the system "is not intended to make
investigative or other child welfare decisions," an ethical review released in
May 2016 by Tim Dare from the University of Auckland and Eileen Gambrill
from University of California, Berkeley, cautions that the AFST risk score
might be compelling enough to make intake workers question their own
judgement.

According to Vaithianathan and Putnam-Hornstein, intake screeners have
asked for the ability to go back and change their risk assessments after
they see the AFST score, suggesting that they believe that the model is less
fallible than human screeners.

Automating Inequality - Virginia Eubanks, 2018
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Such observations are hardly surprising, given the daily exhortations of the reliability of
machines. In fact, the human tendency to defer to automated decisions has been termed
“automation bias”. Unfortunately, this over-deference to machines potentially
undermines the mutually complementary aspect of AI+Human models.

NEGLECTED RIPPLES
More generally, when discussing the pros and cons of adopting AIS solutions, we often
forget to consider how the AIS might affect the humans interacting with the system i.e.
cause “ripples” within the system. This is referred to the Ripple Effect Trap by Selbst et
al. [7]. Examples of ripples include:

• Automation bias, as mentioned earlier. This refers to an unwarranted bias towards
automated decisions. This might occur when people lack con�idence in their own
decisions, such as new or untrained personnel. It might also occur when the decision
has severe consequences. People afraid of taking the blame for a wrong decision
might prefer to transfer responsibility to the human-designed AIS.

• Automation aversion. The opposite of automation bias, this refers to a preference to
disagree with automated decisions. This can arise from a fear of being displaced -
"They took our jobs!" It can also be due to a bad history with poorly designed human-
designed AIS or general mistrust due to negative media portrayals.

• Overcon�idence in AIS-derived decisions. While the well-known fallibility of
humans remind us to double and triple check decisions, employing human-designed
AIS might create a false sense of security. This can arise over long-term experience
with a generally reliable human-designed AIS. People might gradually take for
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granted the reliability of the human-designed AIS. Consider the excruciating
experiences of test drivers for self-driving cars, who have to be continuously alert
despite a mostly safe ride.

• What is the single most important question when implementing AI solutions?

"Is using AI for this really a good idea?"

In other words, think hard about what using AI really means in the context of your
problem. Like really hard. Not using AI is definitely an op�on.

And don't assume that AI+Human systems are definitely be�er than AI or humans by
themselves. Instead, consider how AI and people might interact within your problem
in unexpected ways. Ask prospec�ve users what they think about AIS and factor their
responses into your mental models.
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To lay the ground for algorithmic bias, we first ask, "What does fairness
mean?" And boy is this a big one. There are tons of defini�ons, so how
do we know which one to pick? Why can't we all just agree on one?

This section acts as a primer to fairness, covering a few key concepts. It tries to
answer the following questions:

• What is a widely used framework for fairness?

• How can we quantify fairness?

• Can't we just combine all of the fairness de�initions?

• How do we design for fairness without context?

• How do we learn more about the context?

All human beings are born free and equal in dignity and rights. They are
endowed with reason and conscience and should act towards one another in
a spirit of brotherhood.

Article I in the Universal Declaration of Human Rights
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Disparate Treatment,
Disparate Impact
Let’s begin with a not-so-mathematical idea. A common paradigm for thinking about
fairness in US labor law is disparate treatment and disparate impact.

Both terms refer to practices that cause a group of people sharing protected
characteristics to be disproportionately disadvantaged. The phrase “protected
characteristics” refers to traits such as race, gender, age, physical or mental disabilities,
where differences due to such traits cannot be reasonably justi�ied. Ideally, we should have
a set of sensitive traits that we can check against. But in reality, what constitutes
“protected characteristics” varies by context, culture and country. Next, the phrase
“disproportionately disadvantaged” dismisses differences in treatment due to statistical
randomness. To be frank, this is really vague but we will try to go into details in the next
section.

The difference between disparate treatment and disparate impact can be summarized as
explicit intent. Disparate treatment is explicitly intentional, while disparate impact is
implicit or unintentional.
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WHAT DOES THIS MEAN FOR AIS?

Disparate Treatment

Using race to decide who should get this service is certainly unjusti�ied. So if Amazon
had explicitly used racial composition of neighborhoods as an input feature for the
model, that would be disparate treatment. In other words, disparate treatment occurs
when protected characteristics are used as input features.

Obviously, disparate treatment is relatively easy to spot and resolve once we determine
the set of protected characteristics. We just have to make sure none of protected
characteristics is explicitly used as an input feature.

Disparate Impact

On the other hand, Amazon might have been cautious about racial bias and deliberately
excluded racial features for their model. In fact, we can quote Craig Berman, Amazon’s
vice president for global communications, on this:

Let's use Amazon's Prime Free Same-Day service as an example. The Free Same
Day service is a fantastic mind-blowing innovation that provides free same-day
delivery. Since it's in its early stages, Amazon wants to trial the service before
rolling it out to everyone. Suppose Amazon implements a model that decides which
lucky neighborhoods should get �irst dibs on the Prime Free Same-Day service.

Amazon, he says, has a “radical sensitivity” to any suggestion that neighborhoods
are being singled out by race. “Demographics play no role in it. Zero.”

Amazon says its plan is to focus its same-day service on ZIP codes where there’s a
high concentration of Prime members, and then expand the offering to �ill in the
gaps over time.

Amazon Doesn’t Consider the Race of Its Customers. Should It? - David Ingold and
Spencer Soper, 2016
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Focusing on ZIP codes with high density of Prime members makes perfect business
sense. But what if the density of Prime members correlates with racial features? The
images below from the 2016 Bloomberg article by David Ingold and Spencer Soper
shows a glaring racial bias in the selected neighborhoods.

Amazon Doesn’t Consider the Race of Its Customers. Should It? - David Ingold and Spencer
Soper, 2016

Despite not using any racial features, the resulting model appears to make
recommendations that disproportionately exclude predominantly black ZIP codes. This
unintentional bias can be seen as disparate impact.

In general, disparate impact occurs when protected characteristics are not used as input
features but the resulting outcome still exhibits disproportional disadvantages.

Disparate impact is more dif�icult to �ix since it can come frommultiple sources, such as:

• A non-representative dataset e.g. using a training set that contains only white male
faces but applying the trained model to everyone regardless of race or gender.

• A dataset that already encodes unfair decisions e.g. a credit scoring dataset with
labels that underreports the credit score for black individuals.

• Input features that are proxies for protected characteristics e.g. postal code might be
a proxy feature for race since racial and ethnicity demographics often have spatial
correlations.
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OKAY, BUT HOW DO WE KNOW HOW MUCH
DISPARITY IS UNFAIR?
To answer that question, we have to review what we meant earlier by
“disproportionately disadvantaged”. In general, this has been rather hand-wavy, with
good reason! What is unfair in one case might be justi�ied in another, depending on the
speci�ic circumstances. And there are just so many factors to consider:

On the other hand, there have been many attempts at trying to formalize and quantify
fairness. Especially now that we have more computer scientists getting in on the game.
The next section looks at some of these fairness metric.

Let's say an insurance company uses an AIS that predicts whether an insuree will
get into an accident within the next year. Insurees predicted as accident-prone
could be charged higher premiums.

• If the model excessively predicts males as accident-prone, are males
disproportionately disadvantaged?

• If the accuracies are different between age groups, are the age groups with
worse accuracies disproportionately disadvantaged?

• What if the model overestimates accident-likelihood for certain races and
underestimates it for other races? This means the �irst group pays higher
premiums than they should, while the second group underpays. Then do we say
the former group is disproportionately worse off and the latter is
disproportionately better off?
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A Fair Fat Pet Predictor

Suppose for a moment that our company organizes diet boot camps for overweight cats
and dogs. We want to develop an AI system to help owners diagnose if a pet is
overweight. Pets diagnosed as fat are then sent to our boot camps, which means less
food and no treats boohoo. Furthermore, we know that dogs are more likely to be fat, as
compared to cats. In fact, cats only have a 40% chance of being overweight, while dogs
have a 60% chance of being overweight.

• What is a widely used framework for fairness?

The terms "disparate treatment" and "disparate impact" are commonly used in US
labor law, dividing discrimina�on into inten�onal and uninten�onal. Avoiding
disparate treatment entails removing protected characteris�cs from the input
features to the AIS. Avoiding disparate impact is slightly more complicated and we
will discuss this in a later sec�on.
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SOME BASICS BEFORE WE START
You can skip this section if you understand what are TP, FP, TN and FN. If these
explanations are too long for comfort, check out the explorable on the website!

• Positive - What the model is predicting for. In our case, the model is predicting if a
pet is fat. So a positive prediction is one that predicts a pet is fat. Despite this being
super important for later de�initions of fairness, this is unfortunately arbitrary
because we can also say that the same model is predicting if a pet is not fat. In that
case, a positive prediction is one that predicts a pet is not fat. But in general, this is
clearly de�ined at the beginning when analyzing any model. TL;DR - for this example,
positive refers to fat.

• Negative - Opposite of positive. In this case, negative refers to not fat.

• Real Positives/Negatives - The samples grouped by their actual labels. In this case,
real positives refer to pets that are actually fat. Real negatives refer to pets that are
actually not fat.

• Predicted Positives/Negatives - The samples grouped by their predictions. So
predicted positives refer to pets that are predicted fat and predicted negatives refer
to pets that are predicted not fat.

• True Positives (TP) - Predicted positives that are also real positives i.e. predicted
positives that are correct. In our case, TP refers to fat pets correctly predicted fat.

https://greentfrapp.github.io/project-asimov/guide/fairness/#tuning-our-model-for-fairness
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• True Negatives (TN) - Predicted negatives that are also real negatives i.e. predicted
negatives that are correct. Here, TN refers to pets that are not fat and correctly
predicted as not fat.

• False Positives (FP) - Predicted positives that are actually real negatives i.e.
predicted positives that are wrong. In our case, FP refers to pets that are not fat but
misclassi�ied as fat.

• False Negatives (FN) - Predicted negatives that are actually real positives i.e.
predicted negatives that are wrong. Here, FN refers to fat pets wrongly predicted as
not fat.

TUNING OUR MODEL FOR FAIRNESS
Here we will go through a few quantitative metrics for fairness. Again, for an interactive
explanation, check out the explorable on the website!

Group Fairness

Both cats and dogs should have equal chances of being predicted fat.

The chance of a positive prediction (TP + FP) should be equal.

Equalized Odds

Both thin cats and thin dogs should have equal rates of false alarms (thin pets
misdiagnosed as fat). Both fat cats and fat dogs should also have equal rates of escaping
(fat pets misdiagnosed as thin).

Equal false positive rate (FPR) i.e. FP / Real Negatives and equal false negative rate
(FNR) i.e. FN / Real Positives.

Condi�onal Use Accuracy Equality

Whether predicted fat or not, the probability of the prediction being correct should be
equal for cats and dogs.

Equal positive predictive value (PPV) or precision i.e. TP / Predicted Positives and equal
negative predictive value (NPV) i.e. TN / Predicted Negatives.

https://greentfrapp.github.io/project-asimov/guide/fairness/#tuning-our-model-for-fairness
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Overall Accuracy Equality

The probability of the prediction being correct should be equal for cats and dogs. This
disregards the type of prediction.

Equal accuracy i.e. TP + TN.

Treatment Equality

The ratio of escaped fat animals to wrongly accused thin animals should be equal for cats
and dogs. The idea here is that wrong predictions lead to either false alarms (FP) or
escapes (FN). So the ratio of these two effects should be equal between cats and dogs.

Equal ratios of wrong predictions i.e. FP / FN.

MANY MORE METRICS
In addition to these, there are plenty more fairness metrics enumerated by Verma and
Rubin and Narayanan. Some notable metrics include:

Calibra�on

This goes beyond true or false predictions and considers the score assigned by the
model. For any predicted score, all sensitive groups should have the same chance of
actually being positive.

Well-calibration is a stricter form of calibration, with the added condition where the
chance of being actually positive is equal to the score.

Suppose our fat pet predictor predicts a fatness score from 0 to 1 where 1 is fat
with high con�idence. If a cat and a dog are both assigned the same score, they
should have the same probability of being actually fat.

For our fat pet predictor to be well-calibrated, the predicted fatness score has to be
equal to the probability of actually being fat. For example, if a cat and a dog are
both assigned the a score of 0.8, they should both have an 80% chance of being
actually fat.
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Fairness Through Awareness

This fairness metric is based on an intuitive rule - “treating similar individuals similarly”.
Here, we �irst de�ine distance metrics to measure the difference between individuals and
difference between their predictions. An example of a distance metric could be the sum
of absolute differences between normalized features. Then, this metric states that for a
model to be fair, the distance between predictions should be no greater than the distance
between the individuals.

Unfortunately, this leaves the dif�icult question of how to de�ine appropriate distance
metrics for the speci�ic problem and application.
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IS IT JUSTIFIED?
The awesome thing about these metrics is that they can be put into a loss function. Then
we can train a model to optimize the function and voilà we have a fair model. Except, no
it doesn’t work like that.

A major issue with these metrics (besides the question of how to pick one) is that they
neglect the larger context. In the previous section, we explained:

The fairness metrics can be a systematic way to check for bias, but they are only a piece
of the puzzle. A complete assessment for fairness needs us to get down and dirty with
the problem at hand.

The phrase “protected characteristics” refers to traits such as race, gender, age,
physical or mental disabilities, where differences due to such traits cannot be
reasonably justi�ied.

Suppose an Olympics selection trial requires applicants to run 10km in 40 minutes.
This selection criterion seems reasonably justi�ied. Running speed tends to be an
appropriate measure of athleticism. But the ability to run that fast is probably
negatively correlated with age. Someone looking at the data alone might �lag a bias
against very elderly applicants. Without understanding the context, it is dif�icult to
see how this bias might be reasonably justi�ied.

• How can we quantify fairness?

Most of the fairness metrics focus on equality in the rates of true posi�ves, true
nega�ves, false posi�ves, false nega�ves, or some combina�on of these. But
remember that these metrics are insufficient when they exclude the larger context of
the AIS and neglect contextual jus�fica�ons.

For more comprehensive reviews of exis�ng metrics, check out Narayanan (2018) and
Verma et al. (2018).
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The Impossibility Theorem

For our �ictional fat pet predictor, we had complete control over the system’s accuracy.
Even so, you may have noticed that it was impossible to ful�ill all �ive fairness metrics at
the same time. This is sometimes known as the Impossibility Theorem of Fairness.

In ProPublica's well-known article Machine Bias, the subtitle reads:

ProPublica's article documented the "signi�icant racial disparities" found in
COMPAS, a recidivism prediction model sold by NorthPointe. But in their response,
Northpointe disputed ProPublica's claims. Later on, we would discover that
NorthPointe and ProPublica had different ideas about what constituted fairness.
Northpointe used Conditional Use Accuracy Equality, while ProPublica used
Treatment Equality (see previous demo for details). Northpointe's response can be
found here.

There’s software used across the coutnry to predict future criminals. And it’s
biased against blacks.

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
http://go.volarisgroup.com/rs/430-MBX-989/images/ProPublica_Commentary_Final_070616.pdf
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Turns out, it is impossible to satisfy both de�initions of fairness, given populations with
different base rates of recidivism. This is similar to our previous example of fat pets.
Now, different base rates of recidivism do not mean that certain individuals are more
prone to re-offending by virtue of race. Instead of racial predisposition, such trends are
more likely due to unequal treatment and circumstances from past and present biases. In
our fat pets example, dogs might have a higher base rate for obesity not because dogs
have fat genes but because dog owners tend to be overly enthusiastic about feeding their
pets.

SO FAIRNESS IS IMPOSSIBLE?

The point of all these is not to show that fairness does not make sense or that it is
impossible. After all, notions of fairness are heavily based on context and culture.
Different de�initions that appear incompatible simply re�lect this context-dependent
nature.

But this also means that it is super critical to have a deliberate discussion about what
constitutes fairness. This deliberate discussion must be nested in the context of how and
where the AIS will be used. For each AIS, the AI practitioners, their clients and users of
the AIS need to base their conversations on the same de�inition of fairness. We cannot
assume that everyone has the same idea of fairness. While it could be ideal for
everyone to have a say in what de�inition of fairness to use, sometimes this can be
dif�icult. At the very least, AI practitioners should be upfront with their users about
fairness considerations in the design of the AIS. This includes what fairness de�inition
was used and why, as well as potential shortcomings.
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Context-Free Fairness
Computer scientists might often prefer general algorithms that is agnostic to context and
application. The agnostic nature of unstructured deep learning is often cited as a huge
advantage compared to labor-intensive feature engineering. So the importance of
context in understanding fairness can be a bane to computer scientists, who might like to
“[abstract] away the social context in which these systems will be deployed” (Selbst et
al., 2019).

But as Selbst et al. write in their work on fairness in sociotechnical systems:

On a similar note, in Peter Westen’s The Empty Idea of Equality, he writes:

In other words, the treatment of fairness, justice and equality cannot be separated
from the speci�ic context of the problem at hand.

Fairness and justice are properties of social and legal systems like employment and
criminal justice, not properties of the technical tools within. To treat fairness and
justice as terms that have meaningful application to technology separate from
a social context is therefore to make a category error, or as we posit here, an
abstraction error. [emphasis mine]

For [equality] to have meaning, it must incorporate some external values that
determine which persons and treatments are alike […]
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FIVE FAILURE MODES
In their work, Selbst et al. identify what they term “�ive failure modes” or “traps” that
might ensnare the AI practitioner trying to build a fair AIS. What follows is a summary of
the failure modes. We strongly encourage all readers to conduct a close reading of Selbst
et al.’s original work. A copy can be found on co-author Sorelle Friedler’s website here.

Framing Trap

A fair AIS must take into account the larger sociotechnical context in which the AIS might
be used, otherwise it is meaningless. For example, an AIS to �ilter job applicants should
also consider how its suggestions would be used by the hiring manager. The AIS might
be “fair” in isolation but subsequent “post-processing” by the hiring manager might
distort and undo the “fairness”.

Portability Trap

This refers to our earlier observation that computer scientists often prefer general
algorithms agnostic to context and application, which Selbst et al. refer to as
“portability”. The authors contend that the quality of portability must sacri�ice aspects of
fairness because fairness is unique to time and space, unique to cultures and
communities, and not readily transferable.

Formalism Trap

This trap stems from the computer science �ield’s preference for mathematical
de�initions, such as the many de�initions of fairness that we have seen earlier. The
authors suggest that such mathematical formulations fail to capture the intrinsically
complex and abstract nature of fairness, which is, again, nested deeply in the context of
the application.

Failure to model the entire system over which a social criterion, such as fairness,
will be enforced

Failure to understand how repurposing algorithmic solutions designed for one
social context may be misleading, inaccurate, or otherwise do harm when applied
to a different context

Failure to account for the full meaning of social concepts such as fairness, which
can be procedural, contextual, and contestable, and cannot be resolved through
mathematical formalisms

http://sorelle.friedler.net/papers/sts_fat2019.pdf
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Ripple Effect Trap

This is related to the Framing Trap in that the AI practitioner fails to properly account for
“the entire system”, which in this case includes how existing actors might be affected by
the AIS. For instance, decision-makers might be biased towards agreeing with the AIS’s
suggestions (a phenomenon known as automation bias) or the opposite might be true
and decision-makers might be prone to disagreeing with the AIS’s suggestions. Again,
this stems from designing an AIS in isolation without caring enough about the context.

Solu�onism Trap

Hence we crowned the most important question in this entire guide as, “When is AI not
the answer?”. AI practitioners are naturally biased towards AI-driven solutions, which
could be an impedement when the ideal solution might be far from AI-driven.

Failure to understand how the insertion of technology into an existing social system
changes the behaviors and embedded values of the pre-existing system

Failure to recognize the possibility that the best solution to a problemmay not
involve technology

• How do we design for fairness without context?

Nope we can't. Gotcha that was a trick ques�on. The same decision can be both fair
and unfair depending on the larger context, so context absolutely ma�ers. As such, it
is difficult to give advice on how to pick a fairness metric without knowing what is
the context. Check out the next sec�on for some ques�ons to help with
understanding the context.
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Learning about the Context
By the time you read this, “context” should have been burned into your retina. But just in
case you cheated and came straight here without reading any of the previous sections:

CONTEXT IS IMPORTANT WHEN DISCUSSING FAIRNESS!

So here is a list of questions and prompts to help you learn more about the
sociotechnical context of your application. Don’t be limited to these though, go beyond
them to understand at much about the problem as you can. Also, these prompts should
be discussed as a group rather than answered in isolation. Involve as many people as you
can!

General Context

• What is the ultimate aim of the application?

• What are the pros and cons of an AIS versus other solutions?

• How is the AIS supposed to be used?

• What is the current system that the AIS will be replacing?

• Create a few user personas - the technophobe, the newbie etc. - and think about how
they might react to the AIS across the short-term and long-term.

• Think of ways that the AIS can be misused by unknowning or malicious actors.

About Fairness

• What do false positives and false negatives mean for different users? Under what
circumstances might one be worse than the other?
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• Try listing out some examples of fair and unfair predictions. Why are they
fair/unfair?

• What are the relevant protected traits in this problem?

• Which fairness metrics should we prioritize?

• When we detect some unfairness with our metrics - is the disparity justi�ied?

Bonus Points!

• Find a bunch of real potential users and ask them all the prompts above.

• Post all of your answers online and iterate it with public feedback

• Ship your answers with the AIS when it is deployed

• How do we learn more about the context?

See above. Most of all, take a genuine interest in your applica�on and its users!
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What is so bad about algorithmic bias anyway? How has it affected the
world? To figure out what algorithmic bias is, it can be useful to consider
some real-world examples.

In this chapter, we take a look at what some consequences of algorithmic bias look
like.

• Howmight we analyze the harm caused by algorithmic bias?

• What is an example of allocative harm?

• What is an example of representative harm?

Accordingly, we use the term bias to refer to computer systems that
systematically and unfairly discriminate against certain individuals or groups
of individuals in favor of others.

Bias in Computer Systems - Friedman & Nissenbaum, 1996



Understanding Bias I - 40

Two Types of Harm
AIS are increasingly used to help allocate resources. Credit scoring models that help
banks �ilter loan applications “allocate” loans. Hiring models help companies to
“allocate” jobs. Medical diagnosis models help to “allocate” appropriate treatment. The
AIS in these examples help identify who to give what. We are affected by these systems
because we are denied or given something as a result of an AIS decision.

On a more abstract level, AIS are also increasingly affecting the way we perceive or
represent the world. Think Google Search, Facebook’s News Feed and YouTube’s
Recommended feed. This is also known as “�iltering” [2]. The modern person connected
to the Internet has access to a vast amount of information but limited time and attention.
These AIS prevent us from being overwhelmed and help us focus on the most relevant
articles and news. We are affected by these systems because these �ilters shape our
perceptions and thoughts about the world.

We can classify the consequences of algorithmic bias in the same way. This was proposed
by Kate Crawford in her NIPS 2017 keynote The Trouble with Bias [1]. Crawford �irst
de�ined algorithmic bias as “a skew that produces a type of harm”. She then further
classi�ies algorithmic biases into harms of allocation and harms of representation.
Over the next two sections, we will use the same framework to look at real-world
examples of algorithmic bias. Since context has often been emphasized in the previous
sections, we will try to see how context can be explored in these examples.

Comparison between the two types of harm, from Crawford’s NIPS 2017 keynote [1].

Harms of Alloca�on Harms of Representa�on

Immediate Long term

Easily quan�fiable Difficult to formalize

Discrete Diffuse

Transac�onal Cultural
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Harms of Alloca�on

• Howmight we analyze the harm caused by algorithmic bias?

A framework proposed by Kate Crawford classifies algorithmic bias by the type of
harm caused. Harms of alloca�on refers to unfairly assigned opportuni�es or
resources due to algorithmic interven�on. Harms of representa�on refers to
algorithmically filtered depic�ons that are discriminatory.

An allocative harm is when a system allocates or withholds certain groups an
opportunity or a resource.

The Trouble with Bias, Kate Crawford at NIPS2017 [1]

Automated eligibility systems, ranking algorithms, and predictive risk models
control which neighborhoods get policed, which families attain needed resources,
who is short-listed for employment, and who is investigated for fraud.

Automating Inequality - Virginia Eubanks, 2018 [15]
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Harms of allocation arise from the unjust distribution of opportunities and resources,
such as jobs, loans, insurance and education. An allocative harm can range from a small
but signi�icant and systematic difference in treatment, all the way to complete denial of a
particular service.

COMPAS
The Correctional Offender Management Pro�iling for Alternative Sanctions, or COMPAS,
algorithm is probably the most infamous case study in algorithmic bias. In areas where
COMPAS was used, defendants typically answer a COMPAS questionnaire when they are
�irst booked in jail.

Part of a COMPAS questionnaire.

Using the responses, the COMPAS model outputs several scores related to recidivism.
These include scores for Risk of Recidivism and Risk of Violent Recidivism, which go
from 1 to 10, with 10 being highest risk. The scores were given to judges and they often
had a huge in�luence on the sentence:
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If we think of COMPAS as a model for potentially “allocating” freedom, harms of
allocation can become very severe. In ProPublica’s exposé on COMPAS, the journalists
argued that the algorithm was “biased against blacks”.

In short, black defendants were more likely to be wrongly accused of reoffending, while
white defendants were more likely to “escape detection”. We cited this example in an
earlier section (The Impossibility Theorem), where we also mentioned that Propublica
and Northpointe employed different de�initions of fairness. Putting aside the debate of
which de�inition of fairness to apply, there are also other considerations.

Proxy Labels

The term “recidivism” refers to the likelihood of a criminal committing another crime,
after they have been convicted. To train a recidivism prediction model, the training data
should ideally have labels denoting whether a convicted criminal has reoffended. But in
reality, we don’t know when someone has committed a crime, only when someone has
been arrested. So, we use a proxy. Instead of labels denoting whether a convicted
criminal has reoffended, the labels denote whether a convicted criminal has been
convicted again. That might be the closest we can get, but is it close enough?

Let’s think about some of the differences between “reoffending” and “being convicted
again”.

After Brennan’s testimony, Judge Babler reduced Zilly’s sentence, from two years in
prison to 18 months. “Had I not had the COMPAS, I believe it would likely be that I
would have given one year, six months,” the judge said at an appeals hearing on Nov.
14, 2013.

Machine Bias - Julia Angwin et al., 2016 [16]

In forecasting who would re-offend, the algorithmmade mistakes with black and
white defendants at roughly the same rate but in very different ways.

• The formula was particularly likely to falsely �lag black defendants as future
criminals, wrongly labeling them this way at almost twice the rate as white
defendants.

• White defendants were mislabeled as low risk more often than black
defendants.
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1. A criminal who has reoffended might not necessarily be caught. This means that we
are missing out on the smart and lucky criminals who escape conviction.

2. The system is imperfect. Unfortunately, innocent people sometimes get wrongly
accused and wrongly convicted. This means that we could have people labeled
“convicted again”, who have not actually “reoffended”.

Okay, now let’s go one step further and think about how a trait like race might affect
these two differences. Racism in the police has been well-documented in literature
[17,18,19]. In recent years, institutional racism and the related problem of police
brutality have also inspired social movements such as “Black Lives Matter”. In light of
these issues, how might the above differences play out?

1. If racism has a major in�luence on police practices like stop-and-frisk, we might �ind
that white re-offenders have a higher chance of not getting caught, as compared to
black re-offenders. This might cause our dataset to underestimate the number of
white re-offenders.

2. And likewise, we might �ind that black individuals are subject to wrongful arrests
more frequently than white individuals. In that case, our dataset might be
overestimating the number of black repeat offenders.

In other words, by using the proxy label of “being convicted again” rather than
“reoffending”, we could be exaggerating the recidivism rate of black individuals and
systematically biasing the dataset along racial lines. Obviously all of this is hypothetical
and requires more substantial evidence. Nevertheless, when faced with problems like
these, it might be prudent to ask if an algorithmic solution is really the answer.
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Public Disclosure

Despite the important role that risk scores like COMPAS play in the criminal justice
system, there is little public information about these systems.

Important information that probably should be available include:

• What goes into the risk score?

• How is it calculated?

• What is the accuracy?

• How is this accuracy measured?

• What de�inition of fairness was used to develop the scores?

• Why this de�inition instead of other de�initions?

• What are potential fairness violations?

[Researchers Sarah Desmarais and Jay Singh’s] analysis of [19 risk methodologies]
through 2012 found that the tools “were moderate at best in terms of predictive
validity,” Desmarais said in an interview. And she could not �ind any substantial set
of studies conducted in the United States that examined whether risk scores were
racially biased. “The data do not exist,” she said.

Machine Bias - Julia Angwin et al., 2016 [16]
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Not having to disclose such information allows bias to remain undetected. Because this
information is missing, alternative actors such as ProPublica take up the mantle to
evaluate these systems. But this often happens only after the AIS have been in use for
some time and harm has been done.

Then again, a potential problem is that public disclosure might undermine the validity of
the scores. Understanding how the risk scores are calculated might enable malicious
individuals to game the scores. Nevertheless, considering what is at stake, we have to put
some thought into how appropriate disclosure can be made about these scores.

The Greater Good

For the criminal justice system, we can think of its overarching aim as the greater good
of promoting societal safety. The sentencing process can be seen as one of its major
tools:

When we use a tool like COMPAS to decide the length of a prison sentence, we seem to
focus on retribution and incapacitation, and neglecting rehabilitation. Is that really
serving the greater good of societal safety? By reducing the issue of societal safety to
recidivism prediction, we get a quanti�iable problem that might be simpler to solve. But
this neglects the greater objective and other alternative problems and solutions. We can
see this as an instance of Selbst et al.’s Framing Trap, which we covered previously.

“‘Greater good?’ I am your wife! I’m the greatest good you’re ever gonna get!”

Honey Best, Frozone’s wife in The Incredibles

Four major goals are usually attributed to the sentencing process: retribution,
rehabilitation, deterrence, and incapacitation.

Sentencing and Corrections in the 21st Century: Setting the Stage for the Future -
Doris Layton Mackenzie, 2001
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When we consider the greater objective of societal safety, alternative solutions might
come to mind. Rather than using COMPAS for determining jailtimes, it can help design
speci�ic intervention and rehabilitation measures customized for each defendent. In fact,
this might have been what COMPAS was designed for, which brings us to our next section.

Human-Algorithm Interac�on

In the earlier quote from the article, we see how Judge James Babler from Barron County,
Wisonsin, had been in�luenced by COMPAS to give a more severe sentence than he would
have otherwise given. The more severe sentence was only retracted after Tim Brennan,
Northpointe’s founder, had “testi�ied that he didn’t design his software to be used in
sentencing”. This is re�lected in Chapter 4 of Northpointe’s Practitioner’s Guide to
COMPAS Core, which lists different interventions for speci�ic aspects. Throughout the
chapter, there are repeated references to non-incarceration interventions. For example,
under the Financial Problems section, we see the following recommendation:

So what went wrong?

Maybe Brennan had been too idealistic when thinking about how judges might be using
COMPAS scores. Maybe Brennan didn’t think that the scores could be interpreted as a
measure for how long someone should be jailed. Whatever it is, the ones who deployed
COMPAS had not appropriately considered how it might be used and how it might
in�luence others. Recall Selbst et al.’s Ripple Effect Trap mentioned earlier. Here we
neglected the “ripple effects” that COMPAS had on judges and underestimated COMPAS’s
potential for allocative harm. When we take these into consideration, we might have
changed aspects of the system. For example, instead of risk scores, COMPAS could
explicitly output the recommended intervention. That could reduce the chance of
misunderstanding or misusing the risk scores.

Education on money management and ful�illing court ordered �inancial
commitments is part of the necessary approach when considering interventions.
Assuming someone knows how to manage their �inances is an erroneous starting
place, vocational training may also play a role in creating a successful change plan.

Practitioner’s Guide to COMPAS Core - Northpointe, 2015
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Harms of Representa�on

• What is an example of allocative harm?

COMPAS is a classic case of alloca�ve harm in algorithmic bias literature, concerning
the "alloca�on" of freedom. By examining the larger sociotechnical context of the
criminal jus�ce system that COMPAS is employed in, we iden�fied many poten�al
problems rela�ng to algorithmic bias, such as:

• Differences between proxy labels and actual labels

• Public disclosure of fairness considera�ons

• Neglec�ng the larger objec�ve

• Failing to comprehensively consider how the AIS affects the system

For more examples of alloca�ve harms, check out Cathy O'Neil's Weapons of Math
Destruc�on [9] and Viriginia Eubanks's Automa�ng Inequality [15].

[Representative harms] occur when systems reinforce the subordination of some
groups along the lines of identity.

The Trouble with Bias, Kate Crawford at NIPS2017 [1]

If you control the �low of information in a society, you can in�luence its shared sense
of right and wrong, fair and unfair, clean and unclean, seemly and unseemly, real
and fake, true and false, known and unknown.

Future Politics - Jamie Susskind, 2018 [2]
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GOOGLE IMAGE SEARCH
Most of us have had experience with Google Image search. Maybe it was to �ind some
stock photos or wallpapers. Or maybe it was to look up what some exotic animal looked
like. One thing we might have noticed is that the search results often return stereotypical
images of our query. Searching “playground” would give us photos of the classic outdoor
playground with small slides and steps. Searching “bedroom” would return photos of
nicely made beds and tidy rooms that would seem perfectly natural in a furniture
catalogue.

Google Image Search for “playground”.

Google Image Search for “bedroom”.
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Such stereotypes go beyond objects and places, extending to queries of people as well.
Studies have found that Google’s Image Search perpetuated and exaggerated gender and
racial stereotypes for certain keywords, such as “CEO”, “doctor” and “nurse” [3,4]. We
know that these words are gender-neutral. But most of us might also know that these
words tend to embody certain stereotypes, such as the male doctor and the female
nurse. Let’s consider the simple and vivid example of Google’s Image Search for the term
“CEO”.

In April 2015, a Google Image search for the term “CEO” surfaced results that were
manifestations of both racial and gender biases. An overwhelming majority of the images
were photos of white males in suits. Since these biases have been �lagged by several
researchers, they appear to have been mitigated somewhat and a recent search shows a
far more diverse result (see below).

Results from Google Image Search for “CEO” in April 2015 (retrieved from here [6]) were
dominated by photos of white males.

Results from Google Image Search for “CEO” in July 2019 show a more diverse distribution,
in terms of race and gender.
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Harms of representation are dangerous because they shape how we see the world. And
in turn, how we see the world shapes the world. A generation raised solely on fairy tales
of damsels in distress might not recognize the existence of heroines and men in need of
saving. A generation raised solely on image search results of white male CEOs may �ind it
dif�icult to entertain the possibility of a non-male non-white CEO. By limiting our
cognitive vocabulary, these harmful representations become additional psychological
obstacles that must be overcome.

Furthermore, when these harmful representations manifest themselves as biased
actions and decisions they become self-ful�illing prophecies. Fed on a diet of white male
CEO images, non-male non-white individuals might never �ight for the position and we
may never encourage them to go for it. We might even discourage them from pursuing
what seems like an unrealistic ambition. Over time, there are fewer and fewer non-white
non-male CEOs and the biases embodied by the search results turn out to be an accurate
prophecy.

In that case, what does an unharmful representation look like? Two possible alternatives
to consider are accurate representations and ideal representations.

Accurate Representa�ons

Yes, the Google Image results in April 2015 were dominated by white males. But
technically, in 2014, only 4% of the 500 companies on the US S&P 1500 had female CEOs
[8]. This means that if the search results replicated this 4% proportion of females, we
might consider this as an accurate representation.

On the other hand, search results that have zero female images would be obviously
inaccurate. Such results would be perpetuating false and exaggerated gender
stereotypes.
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Ideal Representa�ons

In March 2015, the New York Times ran an article titled “Fewer Women Run Big
Companies Than Men Named John” [7]. This contributed to a growing literature on
gender inequality. Such literature describes an ideal world where the gender
distribution of CEOs is equal, or at least similar to the gender distribution of the general
population. Search results that reproduce this equality would be an ideal
representation.

Representations both embed and in�luence unwritten norms and values. Following the
cycle between representation and reality, we can make the world a better place by �irst
seeing it as a better place. In our example, the presence of more gender- and race-diverse
search results for “CEO” can encourage non-white non-male candidates to go from
minority to mainstream.

Accuracy versus Idealism

There is merit behind both an accurate representation and an ideal representation. But
in an imperfect world, representations cannot be both accurate and ideal. Decisions and
compromises have to be made about which is more important for the given application.

Imagine if a company’s internal personnel directory tries to give an ideal and fair
representation of a query for the company’s regional managers. That would probably
defeat the purpose of the directory. On the other hand, people often use Google to learn
more about the world. Maybe presenting a more equal representation could eventually
make the real world a more equal place. As always, making the right choice requires
knowledge about the context.

• What is an example of representative harm?

Biased results in Google Image Search can be seen as an instance of representa�ve
harm. The harm caused is more subtle and indirect but no less dangerous than harms
of alloca�on. A biased representa�on can influence people's behaviors and in turn,
change the world for the worse.

Fixing harms of representa�on requires a conversa�on about the tradeoffs between
an accurate representa�on and an ideal one. Once again, detec�ng such harms and
fixing them requires thinking beyond the scope of mathema�cal algorithms and
venturing into social implica�ons.
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Are there some specific things to look out for when developing a fair
AIS?

This chapter looks at some possible sources of algorithmic bias across different
stages of developing an AIS.

• What are important considerations for data?

• What are important considerations for algorithm design?

• What are important considerations for deployment?
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Bias from Data
In this section, we look at sources of bias across the data preparation process. We
assume that we already have a well-de�ined problem and a rough idea of how the AIS
will be deployed. We should also have an initial list of protected traits to evaluate sources
of bias.

DEFINING THE POPULATION
The “population” refers our AIS’s target audience or all the possible inputs to our AIS. By
“de�ining the population”, we are referring to understanding how the population is
distributed amongst different features. For example, our earlier fat pet predictor is
targeted at all cats and dogs. So the population would be all present and future cats and
dogs. A simple baseline is to document the distributions of protected traits in the
population.

De�ining the population is critical because this has downstream effects on how we
collect data and design the model. An AIS based on an ill-de�ined population is likely to
fail for the actual target audience.

Historical bias [2] can make it dif�icult to accurately de�ine the population. Effort must be
put into understanding the sociotechnical context of the problem. In the airline boarding
example above, it is intuitive to use past passenger records to characterize our
population. But imagine if the records only document the purchaser’s information. We
might then miss out on very young passengers who are unlikely to be buying their own
tickets.

Bias can crop up when the defined popula�on is not the actual popula�on. Be wary of
unintended historical bias when defining the popula�on.

Facial recognition is currently being used for passenger boarding for certain
airlines and airports [1]. Privacy concerns aside, suppose we de�ine the population
as airline passengers aged 18 to 50. We might be happy when the system works for
this de�ined population. But if our passengers actually include very juvenile or very
elderly passengers, the AIS might fail for these groups. Speci�ically, it would help to
document the passenger population along the protected traits of race, gender, age
and face-related anomalies, and evaluate our AIS against the actual population.
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THE TARGET VARIABLE
How do we label our dataset? Sometimes this is simple and our objective translates to a
clear label. A dataset for a fat pet predictor just has to label overweight pets. A dataset
for a spam �ilter just has to label… well… spam. But sometimes, the objective is more
abstract or dif�icult to formalize [3].

Subs�tutes

When the target variable cannot be easily or accurately measured, we might employ
substitutes.

In such cases, we have to be acutely aware that we are using an imperfect substitute.
This should also be communicated to users of the AIS.

A common example is collecting data for a recidivism prediction algorithm. Ideally,
the label should be whether an individual has committed a crime again. But lacking
omniscience, we have to make do with whether an individual has been arrested
again. This is obviously an imperfect substitute. A crafty criminal might be able to
escape a second arrest. An unlucky individual might be wrongly arrested and
convicted. See the previous section for more details.
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Subjec�ve Objec�ves

In some cases, the target variable is actually a subjective judgement. This increases the
chances of bias creeping into the dataset via subjective labels.

Where possible, subjective labels should be replaced with clearly de�ined and well-
justi�ied criteria. Otherwise, datasets with subjective labels should be closely inspected
for biases along the protected traits identi�ied earlier.

Bias from Algorithm Design
Here, we examine how bias might creep into the algorithm design.

INPUT FEATURES
Should we use all the features that are available in our dataset? How do we know which
ones are okay to use?

For example, an AIS for �iltering job applicants will require a dataset with labels of
"good" and "bad" applicants. This can be very subjective, differing from employer
to employer. Past employment history could have embedded biases along gender,
race, age and other attributes.

• What are important considerations for data?

Defining the Popula�on. This refers to how we define the target scope of inputs to
the AIS.

Training Dataset versus Popula�on. This looks at what are the differences between
the training data and the defined popula�on.

The Target Variable. This relates to the purpose of the AIS and looks at the
differences between the labels used and the actual labels that we are targe�ng.
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Protected Traits

In order to prevent disparate treatment, we might want to remove protected traits from
being used in our model. But in some cases, the use of protected traits is justi�ied. For
instance, certain medical conditions, such as lactose intolerance, are more common in
some ethnicities and nationalities compared to others. The presence of these traits
would be extremely useful for the diagnosis of these conditions.

The point of identifying protected traits is not to blindly remove them from the model.
Rather, knowing about these traits helps us to understand more about the social context
and think through the justi�ications for using them.

Proxies

Even when we explicitly exclude protected traits from the model, proxies might be a
hidden cause of bias. These proxies are correlated to the protected traits, which allows
the model to use them as substitutes even when the protected traits are removed. For
example, income level is often correlated with race, gender and age. Hence income level
might act as proxies for these traits. We can check for correlations between all the
features and our protected traits to identify proxies.

Just like for protected traits, even if some features act as proxies, we do not necessarily
want to remove them. But being aware of these correlations can help us diagnose biases
that we may discover later.

AGGREGATION
One of the sources of bias raised by Suresh and Guttag [2] was Aggregation Bias:

One Model

As raised by Suresh and Guttag, adopting a one-size-�its-all model assumes that “the
mapping from inputs to labels is consistent across groups”. When that assumption is
false, adopting this model can lead to poor performance for everyone, since the model is
struggling to compromise across diverse groups. Alternatively, the model might only be

Aggregation bias arises when a one-size-�its-all model is used for groups with
different conditional distributions, p(Y|X). Underlying aggregation bias is an
assumption that the mapping from inputs to labels is consistent across groups. In
reality, this is often not the case.
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optimized for the dominant group in the dataset and sacri�ice performance for the
minority groups.

Mul�ple Models

Adopting multiple models to cater to different groups also come with certain conditions.
This typically works well only if there is suf�icient data, which is often true for dominant
groups but less so for minorities. The disparity in amount of data can then lead to a
disparity in model accuracies. A possible tweak might be to pretrain a model using a
general dataset, before tuning the model for each group.

Unfortunately, in some contexts, using different models for different groups can be
contentious and seen as a form of discrimination. In the context of the US labor law, this
practice is known as subgroup norming and is illegal under the Civil Rights Act of 1991
[7].

TRANSFERING MODELS AND DATASETS
Since larger datasets often mean better performance, a common trick is to import
datasets and pre-trained models from other contexts. For example, the Keras library
contains pre-trained image models and spaCy has pre-trained “neural models for
tagging, parsing and entity recognition”.

However, inappropriately transfering these datasets and pre-trained models might cause
issues when the previous contexts are different from the new contexts. This is part of the
Portability Trap from Selbst et al.’s �ive failure modes that we covered earlier.
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For example, many pre-trained image models, including the ones from Keras, are trained
on ImageNet. While ImageNet is de�initely diverse and massive, we should be aware that
the images could be an American-centric or Western-centric way of looking at the world.
For one, all the labels are in English. Some of the categories such as ‘recreational vehicle,
RV, R.V.’ and ‘maypole’ could be unfamiliar to other non-Western cultures. Some
categories might also mean different things in different cultures and contexts. These
problems were highlighted by DeVries et al. when they tested image recognition models
against Gapminder’s Dollar Street images, which comprises images from 60 different
countries [5]. These problems also motivated Google’s Inclusive Images Challenge [4].
When we transfer datasets and pre-trained models, we are often using substitutes and
proxies, which can be insuf�icient or completely inappropriate.

Comparing images of soap from different cultures in the Dollar Street dataset, from DeVries
et al. [5].

This is not to say that we should never import any datasets and pre-trained models. We
just have to be more conscious about what are the differences between the contexts of
these resources, versus the context that we are actually designing for.

• What are important considerations for algorithm design?

Input Features. This concerns the use of protected traits and their proxies, as input
features to the AIS.

Aggrega�on. This examines the way we aggregate the dataset and whether to use a
single model or mul�ple models for different input groups.

Transfering Models and Datasets. This concerns the dispari�es due to using datasets
and pre-trained models from different contexts.
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Bias from Deployment
Okay, now that we have trained our model, how do we evaluate it? What are important
considerations when deploying the chosen model?

EVALUATION
Let’s go over some fundamentals �irst. One of the obvious things to do is to evaluate the
model on the test set. And this test set needs to be separate from the training set and the
validation set. Just as how we analyzed the training set earlier, we need to think about
how the test set might differ from our population.

Beyond analyzing the accuracy and other performance-related metrics, we should
employ some of the fairness metrics that we have reviewed in the previous section.
These metrics can be used to check for disparities along the protected traits we have
identi�ied. Since some of these fairness metrics might be mutually exclusive, there needs
to be a careful conversation about which metrics to prioritize. This process should
ideally be documented for public disclosure. Results from prioritized and non-prioritized
fairness metrics should also be disclosed to inform users about possible problems. If it
helps, releasing this information is not just an altruistic gesture. Greater transparency
can make for more loyal and supportive users and reduce the chance of backlash from
unof�icial exposés.

Understanding more about the performance of the AIS helps users make an informed
decision about how (and whether) to use the AIS, which brings us to our next section.

GRACEFUL DEGRADATION
We can think of graceful degradation in two ways.

The �irst involves system failures - how can the AIS fail gracefully? This involves building
in back-ups and alternatives to the AIS, such as the human operatives who step in when
Google Duplex is unable to handle a certain conversation. Most engineers are probably
familiar with this concept.

The second type of graceful degradation looks at how users of the AIS can opt out of the
AIS and still receive adequate service or treatment. This looks at the important issue of
an AIS itself being a form of bias against individuals reluctant or unable to use such
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systems. In a Wired article, Allie Funk documented the tremendous dif�iculties she faced
when trying to board a Delta Air Lines �light without using facial recognition [1].

Current smartphones that employ facial recognition also allow users to use passcode
access. This reduces the harm caused to individuals who cannot or do not want to use
facial recognition. In the same way, instead of saying that users can “choose” to opt out
and then leave them with no reasonable alternative, AIS should allow users to opt out
gracefully. Consider how users can choose to use only part of the AIS or make it easy to
adopt other viable alternatives.

FEEDBACK
Allowing users to opt out empowers them rather than subject them to the whims of the
AIS. Another important mode of empowerment is allowing users to provide feedback
about the AIS and for this feedback to manifest as tangible improvements. In terms of
fairness, user feedback can help to surface instances of bias. Without real user feedback,
any concept of fairness is ultimately subjected to the limited experiences of the
engineers and designers.
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On a more algorithmic note, lack of proper feedback can lead to scenarios where
deployed models reinforce self-ful�illing prophecies.

Without proper feedback, the model cannot correct itself. It could be screwing up while
its evaluated performance appears to be good due to the self-reinforcing feedback loop.
In the context of fairness, this can cause biases to appear justi�ied when they are actually
artifacts of the model’s decisions.

Proper feedback is not just a way of appeasing customers. It is critical to the
maintenance and improvement of a deployed AIS.

Consider the case of hot-spot predictors for policing, which was mentioned by
Cathy O'Neil in Chapter 5 of Weapons of Math Destruction. These models, such as
PredPol, CompStat and HunchLab, predict crime hot-spots, which are then
allocated more attention by the police via patrols. This sounds great since the
police can utilize its limited resources more effectively.

But let's consider what happens if a prediction model gets it wrong initially.
Suppose we have two areas, Area A and Area B, with equal rates of crime. Suppose
the model says that Area A is a hot-spot and neglects Area B. Area A gets more
patrols and because there are more patrols, more crime is detected and more
arrests are made. These arrests are logged into a dataset, which is fed back into the
model. The model sees that Area A has more arrests than Area B and continues
predicting it as a hot-spot. We never get the chance to �ind out that both areas
actually have the same crime rate!

In the words of O'Neil:

This creates a pernicious feedback loop. The policing itself spawns new data,
which justi�ies more policing.
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• What are important considerations for deployment?

Evalua�on. This looks at differences between the test set and the popula�on. It also
looks at the role of fairness metrics when evalua�ng the deployed model.

Graceful Degrada�on. This looks at how the AIS can fail gracefully, as well as how
users can opt out gracefully.

Feedback. This concerns feedback mechanisms for the AIS, which is needed to correct
and improve the model.
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Here is a checklist of questions and prompts to ask when implementing an AIS.
While there is no strictly correct answer, a good rule of thumb is that we should be
okay with publishing our answers publicly.

This checklist is best completed as a group exercise and with extensive inputs from
users and people who might interact with the proposed AIS.
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SECTION 1 - UNDERSTANDING THE CONTEXT
General Context

1. What is the ultimate aim of the application?
For example, for recidivism prediction, the true objective might be to make the
society a safer place. As part of that, we want to identify individuals who might be
prone to reoffending and offer them additional help to reduce future crime. Note the
many implicit assumpations here. We assume that our sub-goal contributes to our
objective. We also assume that reoffending is something that can be reliably
predicted.

2. What are the pros and cons of an AIS versus other solutions?
The main point here is to �irst weigh all the possible solutions instead of just
implementing an AIS immediately.

3. How is the AIS supposed to be used?
By answering this question, we can begin to think of ways that we can 'nudge' users
towards the desired usage, as well as ways that the AIS can be misused.

4. What is the current system that the AIS will be replacing?
How is the problem being solved at the moment? How is the proposed AIS better
than this solution? How is it worse?

5. Who will interact with the AIS?
This probably includes more than just the direct users that bene�it from the AIS.
Hiring models, for instance, interact with both employers (direct users) and job
applicants.

6. Create a few user personas - the technophobe, the newbie etc. - and
think about how they might react to the AIS across the short-term
and long-term.
This question examines the 'ripples' that the AIS might cause when it is implemented,
ranging from the short-term to the long-term.

7. Think of ways that the AIS can be misused by unknowning or
malicious actors.
How can we design the AIS to prevent these misuses? If the potential harm is too
great, we might want to reconsider adopting an AIS solution.
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SECTION 1 - UNDERSTANDING THE CONTEXT
About Fairness

1. What do false positives and false negatives mean for different
users? Under what circumstances might one be worse than the
other?
In recidivism prediction models for instance, false positives mean innocent people
were wrongly accused. When we step from theory to the real world, we need to see
that these mathematical concepts have very real meanings.

2. Try listing out some examples of fair and unfair predictions. Why
are they fair/unfair?
This is the �irst step towards trying to understand what are the protected traits in
this context and how we should de�ine fairness.

3. What are the relevant protected traits in this problem?
Common protected traits include gender, skin color, ethnicity, age and physical ability.
But remember that this really depends on the context and the culture that the
application is situated in.

4. Which fairness metrics should we prioritize?
Prioritizing means that some metrics are invariably compromised or violated. These
decisions and their resultant shortcomings should be made known to users.
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SECTION SECTION 2 - PREPARING THE DATA
1. What is our population?

Note that this refers to the population that comprises all the possible inputs to the
proposed AIS. This is important because it affects how we collect our data and
evaluate our models later on. See Understanding Bias II for details.

2. How does our dataset distribution differ from our population
distribution?
In most cases, the dataset collected is different from the population. This is okay, but
we have to be clear about how it is different and be aware of possible problems that
might arise from the mismatch. See Understanding Bias II for details.

3. Are we measuring the features/labels the same way for different
groups?
Bias can creep in when we collect data differently for different groups. Check out
Understanding Bias I for an example.

4. How are our annotated labels different from the ideal labels?
Often, the labels that we really want is impossible or prohibitively expensive to
obtain and we settle for proxy labels. Here, we ask, 'Are we using proxy labels?' and
'What are possible problems from using proxy labels?' See Understanding Bias II for
details.
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SECTION 3 - TRAINING THE MODEL
1. How do our input features relate to our protected traits?

In cases where input features are protected traits, we need to justify their use in the
model or remove them. We also need to check for correlations between protected
traits and our input features, to identify proxies for the protected traits. These
proxies can also be a source of algorithmic bias. See Understanding Bias II for details.

2. Do we use the same model or different models for different inputs?
Using the same model assumes that the mapping between input samples and output
prediction is the same for all groups, which might not be the case. On the other hand,
training different models requires suf�icient data for each model. See Understanding
Bias II for details.

3. If we are importing a pre-trained model or external data, what are
possible con�licts between these imports and our current context?
Using pre-trained models and external datasets is a common practice. But these
imported models and data can potentially carry hidden biases. See Understanding
Bias II for details.
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SECTION 4 - EVALUATING THE MODEL
1. How does our test distribution differ from our population

distribution?
Similar to Section 2 above, we need to think about the differences between our test
dataset and our real population and possible problems that might occur.

2. What can we say about the fairness of our �inal model?
More than just accuracy and other performance metrics, results from fairness metric
evaluations should also be documented and made available to users. See
Understanding Bias II for details.

3. When we detect some unfairness with our metrics - is the disparity
justi�ied?
This lends some consideration for context to the quanti�ication of fairness.
Ultimately, how unjust a disparity is depends on the extent of disparity relative to its
justi�ication.
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SECTION 5 - DEPLOYING THE SOLUTION
1. How do we detect errors from the AIS after deployment?

The job's not over when the model is deployed. After emerging from the laboratory,
the model needs to be continuously evaluated based on real-world data, to identify
unexpected problems or model failure. Importantly, the model should not be caught
in a self-enforcing feedback loop. See Understanding Bias II for details.

2. What are alternative solutions in case of failure?
Just like any other technology, the AIS can and will break down. How can we design
for graceful degradation for all types of failures (e.g. wrong predictions, total failure)?

3. How can we allow users to gracefully opt out of the AIS?
Presently, there are people who are uncomfortable with certain AIS due to privacy
and other concerns. How can we design for 'graceful degradation' that allows these
users to opt out with minimal hassle? See Understanding Bias II for details.



Resources

Resources - 74

This guide is just a brief introduction to main concepts in algorithmic bias. Here we
list several more detailed resources that we found helpful while researching this
guide, including other guides, prominent institutions and conferences, relevant
datasets, software tools and academic publications.
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OTHER WEBSITES AND GUIDES
• Useful or interesting links related to algorithmic bias.

• Survival of the Best Fit - a game about algorithmic bias in hiring

• Google’s People + AI Guidebook and Inclusive ML Guide

• The Financial Modelers’ Manifesto written by Emanuel Derman and Paul Wilmott
was written for quants and �inancial engineers amidst the fallout of the subprime
mortgage crisis, but the lessons are very applicable to today’s AI engineers

ORGANIZATIONS AND CONFERENCES
• The AI Now Institute is working actively on AI ethics and has many great publications

• FAT ML and ACM FAT* are two of the main conferences in AI ethics - check out the
conference websites for related publications

The Modelers' Hippocratic Oath

• I will remember that I didn't make the world, and it doesn't satisfy my
equations.

• Though I will use models boldly to estimate value, I will not be overly impressed
by mathematics.

• I will never sacri�ice reality for elegance without explaining why I have done so.

• Nor will I give the people who use my model false comfort about its accuracy.
Instead, I will make explicit its assumptions and oversights.

• I understand that my work may have enormous effects on society and the
economy, many of them beyond my comprehension.

Financial Modelers’ Manifesto - Derman and Wilmott, 2008

https://www.survivalofthebestfit.com/
https://pair.withgoogle.com/
https://cloud.google.com/inclusive-ml/
http://www.uio.no/studier/emner/sv/oekonomi/ECON4135/h09/undervisningsmateriale/FinancialModelersManifesto.pdf
https://ainowinstitute.org/
https://ainowinstitute.org/reports.html
https://www.fatml.org/
https://fatconference.org/
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DATASETS FOR THE MORE BIAS-AWARE
• Gapminder’s Dollar Street images, which was used by DeVries et al. [2] in Does Object

Recognition Work for Everyone? and comprises over 16,000 images from 60 different
countries across 138 categories - a downloadable set can be found via my GitHub
repository

• Google’s Open Images Extended - Crowdsourced, - Google has also provided some
notes on possible biases in this dataset - retrieved from the Kaggle FAQ:

• Joy Buolamwini’s Gender Shades dataset [1] can be requested here

While we have targeted speci�ic geographical locations in the collection of the
Challenge Stage 1 dataset, it does have some particular areas of over and under
representation that we found in preliminary analysis and wish to describe brie�ly
here. These include:

• Images of people tend to under-represent people who appear to be elderly.

• Images tagged Child tend to be seen mostly in the context of play.

• Some Person-related categories, including Bartender, Police Of�icer, and several
sports related tags, appear to be predominantly (but by no means entirely)
male.

• Some Person-related categories, including Teacher, appear to be predominantly
(but by no means entirely) female.

• Some Person-related categories, including Teacher, appear to be predominantly
(but by no means entirely) female.

• Images with people seem to be taken predominantly in urban rather than rural
areas.

• Images of people in traditional locale-speci�ic dress such as Sari’s in India are
relatively under-represented in this Challenge Stage 1 data set.

• In images tagged Wedding, there does not appear to be representation of same-
sex marriages.

https://www.gapminder.org/dollar-street/matrix
https://github.com/greentfrapp/dollar-street-images/
https://ai.google/tools/datasets/open-images-extended-crowdsourced/
https://www.kaggle.com/c/inclusive-images-challenge/overview/inclusive-images-faq#stage1-biases
https://www.ajlunited.org/gender-shades
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TOOLS
Tools for diagnosing and mitigating algorithmic bias, complete with detailed tutorials.

• IBM’s AI Fairness 360 Open Source Toolkit

• Microsoft’s InterpretML

• Tensorboard’s What If

READINGS
Academic publications related to algorithmic bias that we found useful.

• Do Artifacts have Politics? (Winner, 1980) [4]

• Bias in Computer Systems (Friedman and Nissenbaum, 1996) [3]

• Technologies of Humility (Jasanoff, 2007) [5]

• Big Data’s Disparate Impact (Barocas and Selbst, 2016) [6]

• Inherent Trade-offs in the Fair Determination of Risk Scores (Kleinberg et al., 2016)
[7]

• Interventions over Predictions: Reframing the Ethical Debate for Actuarial Risk
Assessment (Barabas et al., 2017) [8]

• Fairness De�initions Explained (Verma et al., 2018) [9]

• Fairness and Abstraction in Sociotechnical Systems (Selbst et al., 2019) [10]

• A Framework for Understanding Unintended Consequences of Machine Learning
(Suresh and Guttag, 2019) [11]

http://aif360.mybluemix.net/
https://github.com/microsoft/interpret
https://pair-code.github.io/what-if-tool/index.html
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